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Abstract

FUNDAMENTAL WORK TOWARD AN IMAGE PROCESSING-EMPOWERED
DENTAL INTELLIGENT EDUCATIONAL SYSTEM

By Grace Olsen, Ph.D. Student

A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy at Virginia Commonwealth University.

Virginia Commonwealth University, 2010

Director: Susan S. Brilliant
Associate Professor, Department of Computer Science

Computer-aided education in dental schools is greatly needed in order to reduce the need for
human instructors to provide guidance and feedback as students practice dental procedures. A
portable computer-aided educational system with advanced digital image processing capabilities
would be less expensive than current computer-aided dental educational systems and would also
address some of their limitations. This dissertation outlines the development of novel components
that would be part of such a system. This research includes the design of a novel image processing
technique, the Directed Active Shape Model algorithm, which is used to locate the tooth and drilled
preparation from a digital image, and also to measure the exact size, shape and location of the drilled
preparation in relation to the expected preparation. The use of statistical measures taken from the
digital images to provide feedback about the smoothness and depth of the dental preparation is

also detailed. This research also includes the design and testing of a posture-monitoring component
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for a portable educational system. Maintaining proper posture is critical for dental practitioners,
because poor posture can affect not only the dental practitioner’s health, but also the quality of
the practitioner’s work. The algorithms and techniques designed for use in the dental education
support system could also be applied in the design of computer-aided educational systems for the

development of procedural skills in many other fields, and in the design of systems to support

practicing dentists.

ix

www.manharaa.com




Novelties and Contributions

A portable, computer-aided educational system with advanced digital image processing capabilities
and an audio user interface would address the problems with current computer-aided dental educa-
tional systems. Clinical labs for the practice of dental procedures are dependent on the availability
of instructors for feedback, and therefore students have only set lab hours to practice hands-on
techniques. Computer-aided educational systems address this to some extent by allowing the stu-
dents to see what they have drilled as a three-dimensional graphical model. Due to the limitations
and expense of these systems, however, students at dental schools that use these systems still have
only limited practice time. Another major drawback of existing dental intelligent tutoring systems
(dental ITSs) is that they heavily rely on a graphical user interface. When students must look
away from their work to consult a computer monitor to determine if they are doing a procedure
correctly, they break their concentration. More importantly, none of the existing computer-aided
educational systems provides students with real-time quantitative assessment of the work based on
the processing of the images that can be captured during the process. An ideal dental ITS must be
able to follow the progress of the dental student through the steps of a dental procedure, processing
and evaluating in real time the quality of the student’s work. This dissertation outlines a number of
novel components that can be used in the design of such a system. This research has identified and
addressed new and challenging problems in intelligent tutoring system design and image processing.

Three major components of the system are described:

e A novel variation of the active shape modeling algorithm, called Directed Active Shape Mod-

eling (DASM), is outlined in Chapter 3. This algorithm is used to identify within a color
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digital image the drilled preparation on the surface of a tooth, and measure the change in
size, shape and location of the preparation in relation to the tooth surface to provide quanti-
tative feedback to the user. The DASM algorithm has advantages over the traditional ASM

algorithm for this application, including;:

— Use of color intensity values instead of grayscale values when creating the gradient profiles
for identifying best fit landmark locations within an image. This expedites the search
for the preparation and the tooth surface within the image, and increases the chance of

convergence to the actual shape of the preparation and the tooth surface.

— Use of interactive machine learning, so that the algorithm interactively receives feedback

from the user, improving the training speed and accuracy.

e The novel use of statistical and signal processing measurements of color digital images of
the surface of the tooth and the drilled dental preparation to extract data concerning the
smoothness and depth of the dental preparation are defined in Chapter 4. Machine learning
techniques are used to classify the smoothness and depth of the preparation, using the data
extracted from the images. The application of these techniques to identify caries on the surface
of teeth increases accuracy and allows for the detection of caries that may go unnoticed with

traditional detection techniques.

e The design and testing of a portable posture-monitoring system using on-body sensors and
machine learning techniques is outlined in detail in Chapter 5. The use of on-body sensors
to monitor posture in a setting for dental students and dental professionals is novel for this

application, and may be used in other fields and for other applications.

X1
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The use of the proposed system in pre-patient-care dental training facilities will not only address
the ongoing problem of decreasing numbers of faculty members in US dental schools, but also will
give dental students more practical training with immediate feedback. The additional practical
training can be expected to improve their technical skills when they enter a clinical setting and
therefore improve the quality of their work, which will directly benefit their patients. The proposed
system could also be used in a clinical setting, increasing the students’ and patients’ confidence
level by providing a mechanism to prevent physical damage to biological structures. The use of the
posture monitoring aspect of the system can reduce the risk of injury to the dental student.

The algorithms and techniques designed for this system could also be applied in the design of
computer-aided educational systems for many medical fields in which the development of procedural
skills is difficult, time-consuming and requires costly expert instructor time. They could also be
applied in the design of systems to support dental practitioners in detecting and monitoring the

progression of caries damage, and in maintaining healthful posture as they work.

xii
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CHAPTER 1 Introduction

1.1 DMotivation

The purpose of this research is to address some of the major challenges that exist in the development
of a dental intelligent tutoring system to assist dental students in developing the analytical and
psychomotor skills needed to perform dental procedures. The need for computer-aided educational
systems in dental education is a well documented problem [13], [55], [47], [54], [84].

Only a handful of dental schools currently make use of computer-aided systems. One of the
most advanced systems currently in the market is DentSim. In school where DentSim is available,
students begin their training using DentSim and then advance to a laboratory setting that provides
no automated assistance. This state-of-the-art technology has been successful in increasing the
amount of time students can practice and therefore in helping them to develop the basic technical
skills needed for drilling teeth. However, surveys have shown that dental students have such a heavy
classroom workload that they learn theoretical material through rote memorization, and state that
they plan to learn the relevance of what they have memorized only when they get into clinical
practice [70]. The educational system to which this research contributes would process digital
images captured in real-time during a dental procedure and give auditory instructions, hints, and
feedback to the dental students as they work. This would give dental students an earlier opportunity
to integrate their classroom and theoretical knowledge with laboratory practice.

Many dental schools around the country and in Europe use automated virtual reality systems.

One of the most advanced is DentSim, a system that allows dental students to observe a three-
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dimensional image of their work as they practice cavity preparation. DentSim is a stationary system
that has a patient mannequin with practice teeth, instrumentation for drilling preparations, and
an infrared camera and diodes which measure the exact location in space of both the drill and
the practice teeth and mouth. With this information, the system can calculate exactly where the
student has drilled on the tooth. The system can show on its computer monitor a three-dimensional
image of the tooth and drilled preparation, and give real-time graphical feedback to the students as
they work. The system can compare the difference between the expected size, shape and location
of the preparation the student is working on and the actual preparation the student is drilling,
and show this difference to the student on the computer monitor with a graphical representation
of both the actual and ’ideal’ expected preparations. The work of the student can also be saved
and graded, and this information can be used by the dental instructors to track the students’
progress [13], [55], [47], [54], [84]. Although DentSim provides many advantages and benefits, there
are some drawbacks to the system. For students to learn about the status of their preparation,
they have to look away from their work to examine the graphical output on the computer monitor
of DentSim. Although DentSim does give some auditory output when the student may drill outside
the boundaries for a correct dental preparation, the auditory feedback to the students a digital beep,
and does not descriptive information to the student. For the student to learn about the progress
of their drilling, they have to look away from their work, which is disruptive and time-consuming.

The dental educational system proposed in this dissertation would not disrupt the work of the
student as would a graphical user interface, because unlike the graphical user interface, it would
not require the student to look away from the dental preparation. The proposed system would
therefore act as a needed intermediary step between attention-disruptive instructional systems
such as DentSim system and the clinical environment in which there will likely be no assistance at

all.
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The dental educational system outlined in this dissertation also contains a portable posture-
monitoring system, which would address the need for additional posture monitoring and guidance
in dental education. Chapter 2 outlines in detail the needs of dental schools for additional posture
education and monitoring of the posture of dental students, as incorrect posture and positioning is

a serious health issue for dental practitioners [97], [69)].

1.2 Image Processing Enabled Dental Educational Systems

A practical design for a dental educational system would make use of a camera to record the
student’s progress and address one aspect of the image processing needed for such as system. To
analyze digital images of the student’s progress, a number of image processing techniques would be
needed. To monitor the progress of dental students as they drill a preparation, the system would
have to locate both the tooth and the preparation within the image, and quantitatively measure
the size, shape and location of the preparation from frame to frame. To address this challenging
problem, a modified version of an Active Shape Model (ASM) segmentation algorithm has been
devised. This algorithm, referred to in this dissertation as a Directed Active Shape Model (DASM)
algorithm, addresses some of the weaknesses in the ASM method with respect to the needs of this
particular application.

The DASM is designed to be able to measure the difference between the dental preparation
drilled by the student and the expected preparation, allowing the ability to give quantitative feed-
back to the student. The DASM also has a number of other advantages over the traditional ASM
algorithm. First, it uses color pixel intensity values instead of grayscale intensity values to create a
statistical model used to help locate the tooth and preparation in the color image. This additional
information increases the accuracy of the DASM over the ASM.

The DASM also makes use of an interactive machine learning algorithm, used during the initial
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creation of the training model for the algorithm. The ASM algorithm traditionally requires user
input for the placement of every landmark used to help model the segmented shape, which can be
tedious and time-consuming for the user and introduces the possibility of user error. The DASM
requires less input from the user, partially automating the placement of the landmarks on training
image to create the model. This decreases user time and increases accuracy through the reduction
of user error. The outline of the DASM and the results of testing the new algorithm on multiple

types of dental preparations is fully outlined in Chapter 3.

1.3 Image Processing of Color Images for Surface Texture in Teeth

Once the drilled preparation has been identified and the size and shape measured, another feature
that can be extracted using image processing techniques is texture. The texture of the drilled
preparation would be informative to dental students and instructors because the smoothness of the
preparation is an important aspect of a correctly drilled preparation. Texture has also been used
to help identify depth in single two-dimensional images, and this texture information could be used
in this application to measure the depth of the preparation. To ascertain the ability of the novel
image processing algorithm to measure texture on the surface of teeth from color images, it was
tested by identifying carious regions within color images of the buccal surfaces of teeth. Research
has shown that over 90% of all adults experience dental caries, and the early diagnosis of the
carious lesion has become an important aspect of maintaining dental health. Advanced diagnostic
and imaging devices can be used to identify tooth damage due to caries compensating for the low
sensitivity (high false negative) rate of visual and visual-tactile inspection by dentists. However,
existing systems have such a high false positive rate that dentists often do not rely on the results,
instead relying on traditional visual or visual-tactile inspection. Of the existing computer-aided

diagnostic systems, few use digital image analysis for detection and diagnosis. The feasibility of
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using advanced image processing techniques and the use of multiple machine learning methods to

identify caries accurately from digital images is demonstrated in Chapter 4.

1.4 Portable, Real-time Posture Monitoring Using Machine Learning Techniques

Along with work towards the development of image processing techniques for a computer-aided
dental educational system, this paper outlines the development and initial testing of a novel system
to measure and monitor posture in dental students, addressing another existing problem identified in
dental education. Over 80% of dentists report having some type of back, neck or shoulder pain [97].
Research has identified significant costs linked to a very high rate of Work-Related Musculoskeletal
Disorders (WMSDs) associated with poor ergonomic positioning in dentists. The annual costs
of WMSDs across all occupations are estimated at between 13 and 54 billion dollars [30]. Little
research has explored the design of portable, inexpensive, non-invasive and unobtrusive real-time
systems to measure posture. The details of this system and the results of initial testing of the

prototype are further explained in Chapter 5 of this dissertation.
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CHAPTER 2 Previous Work

2.1 Computer-Aided Education in Dentistry

The most prominent system in computerized education is the Intelligent Tutoring System (ITS).
An ITS can be considered an expert system that has a number of different models, each model
representing either the knowledge base (or the “expert), the student, or the tutor [3]. The most
basic ITSs simply compare the student model (based on the input from the student) to the expert
model, and when the student deviates from the expert the system will provide information or hints
based on what a real tutor would do, according to the tutor model. Recently the usefulness of the
ITS has been called into question. In the 1980s and 90s most ITS systems focused on one model
for teaching, that of an expert tutor correcting the work of a single student [3]. Others criticize
ITSs for their expense and training time, both for instructors and students [48]. Other educational
paradigms that include group work, students instructing each other, and student self-exploration
and self-correction have not been widely explored [3]. Most traditional ITSs focus on correction,
and only recently has work been done to explore aspects of education beyond simple correction of
mistakes.

Another criticism of I'TSs is that most do not address the important social aspects of tutoring;
they do not deal with the social cues given by a real tutor nor do they pick up on the social cues
given by the student. Research has shown that even people untrained in tutoring or teaching can
be very effective tutors even if they don’t follow any formal method. The ability to follow and use
complex social cues would greatly increase the effectiveness of an ITS [23]. Some work has been

done to address this problem; one interesting application is an ITS with auditory user interface
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(both giving and receiving verbal input) that analyzes the speech of the student to measure for
stress or frustration [31], [99]. Systems such as I-MINDS make use of multiple tutoring agents to
facilitate group learning either within a classroom or for distance learning. The system uses both
student and teacher agents to help the students form buddy groups and the student agent will even
ask the teacher questions if the group is struggling [33].

Research has shown that I'TSs are most useful for straightforward learning of procedural tasks
(such as solving mathematical problems) [99]. Since the tasks the dental students would be per-
forming are procedural in nature, an ITS would be a good fit. However, challenges arise in the
fact that the tasks dental students learn in the laboratory are physical and three-dimensional, and
do not involve a computer interface. Most of the existing research in ITSs has focused on systems
with a relatively simple graphical user interface [31]. A computer-aided educational or tutoring
system for dental education must be able to monitor the progress of a student through a procedure.
Because there is no computer interface when students are practicing the skills of cavity preparation,
there is no easy way to determine where the student is in the process of cavity preparation, nor is
there a straightforward way to analyze the quality of the student’s work. There are a number of
existing systems that deal with learning physical tasks or learning in physical environments, such
as DentSim for cavity preparation [55], “over the shoulder (OTS) instruction for anti-war craft sim-
ulation [33], and palpatory training with a virtual haptic back [43]. However, these systems have
direct hardware connections from the student to the I'TS. Most of these systems also involve complex
and expensive hardware. Optoelectronic and electromagnetic systems have been used in dentistry
(during dental surgery to monitor the positions of patients and drills) [13], [55], [47], [54], [84], and
LED sensors and optical tracking have been effective in monitoring the location of the student’s
drill and the acrylic practice teeth in DentSim [55]. However the size and expense of these systems

may be prohibitive for private practice or in smaller dental schools. The use of a digital camera
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and image processing to monitor student progress is significantly less expensive and can be easily

made portable.

2.2 Image Processing

Image processing plays an essential role in this research. To create the components of the computer-
aided dental education system outlined in Chapter 1, there are a number of goals to be met with
respect to the image processing of the digital images which serve as input to the system. These

goals are:

e Locating and identifying the tooth surface on which the dental preparation is being drilled.

e Identifying and monitoring the location (in relation to the tooth surface), size and shape of
the dental preparation being drilled, and classifying the preparation as being within or out of

the bounds of an acceptable preparation in terms of the size, shape and location.

e Classifying the texture and depth of the dental preparation as being within or out of the

bounds of an acceptable preparation in terms of the smoothness and depth.

To accomplish these image processing goals, a number of state-of-the-art image processing tech-
niques are be used, and novel techniques to solve the problems outlined above are devised. The

main image processing techniques used in accomplishing these goals are described below.

2.2.1 Registration

One of the main challenges of video processing is registration, which is the aligning of sequential
images of the same scene. Image registration is used in a number of fields, including remote
sensing (the gathering of information about an object through the use of a number of devices that

are not in close proximity to the object), cartography, medical image analysis, computer vision
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and video surveillance [35]. Some current techniques used in registration are cross-correlation,
Fourier transforms, mutual information theory, clustering, Chamfer matching, invariant descriptors,

relaxation techniques, and wavelet transforms [108], [64], [89].

2.2.2 Segmentation

An essential step in almost all image processing applications is the ability to find and isolate areas
of interest within an image. Segmentation makes use of low level image processing techniques
such as edge and line detection to determine boundaries between areas in an image. Segmentation
allows for the identification and isolation of a feature within the image; it also may be used to
determine the size and shape of a feature [35], [89], [72]. Color segmentation presents its own unique
challenges. Although color images represent more information than gray-level, the algorithms for
segmentation of color images are computationally much more complex than segmentation of gray-
level images. For this reason, most research on color segmentation has been done within the
past ten years as the computational ability of computers has increased [19]. Some of the major
techniques used in color segmentation are histogram thresholding, splitting and merging techniques,
region growing techniques [19], and supervised and unsupervised machine learning techniques such
as clustering [61], neural networks [61], [22], and support vector machines [109]. There is no
uniquely superior technique, as each application presents its own specific challenges. Segmentation

of sequential images, as in video, is even more complex [53].

2.2.3 Active Contour Models (Snakes)

Active contour models (ACMs, or snakes) employ model-based methods that use a prior model to
try to find the best match for the model within a test image [17]. In comparison to bottom-up
image processing techniques, these use a top-down approach, which make use of the identification of

local structures (edges, points and other low-level structures in the image) which are assembled into
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groups to find objects [16]. The ACM algorithm creates, using training examples, a model of the
shape that uses two opposing energy terms, an internal term which works towards smoothing the
curve, and an external term which moves the curves towards image features, to locate the outline of
an object. ACMs are good for amorphous objects like cells, but they tend not to perform well with
objects that have a known shape. The weak constraints of the model tend to provide convergence

towards local minima [16].

2.2.4 Active Shape Models

Traditionally, like snakes, active shape models (ASMs) are a top-down segmentation technique [16],
used to locate a particular shape within an image. ASM has found popularity as a model-based
method because it uses statistical methods to find the best match to the model, which has benefits
over other types of model-based segmentation because it is flexible, and expert knowledge is held
within the statistical model. Through the use of landmarks, ASM creates a model that is compact
but still holds enough information about the shape so that it can be found in new images [16].
One of the main advantages of using ASM is that it is robust to noise. ASM works best with
shapes where consistent and distinguishable landmarks can be defined; it does not work well with
amorphous shapes. ASM is used often with complex image processing segmentation tasks (Cootes
et al. uses images of faces and MRIs of the knee as examples to outline their original ASM model)
because with these types of applications the shapes are particularly difficult to represent with
primitives [16]. The exponential combination of the large number of primitives makes a bottom-up
approach computationally challenging if not impossible [16].

The shape to be segmented from an image has a number of feature landmarks placed around
the border of the shape. The landmarks are manually placed on the shape in a number of training

images. The general model for the shape is created by training the system to learn the shape from
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the training images based on statistical methods. With the training, the model learns the maximum
deformation for each landmark that still fits within the model. This model can then be placed on
a new image and deformed to try to fit to a shape in the new image. The growth or deformation
of the model is repeated until convergence is reached [17], [16].

The ASM algorithm has a number of limitations. The landmarks that define the model must
be identified manually in the training images, and the initial placement of the model within the
test image is also done manually. The model itself is also limited by the number of training images.
The training set must exhibit all of the variation that may be expected in test images, or else the
model will be too narrow in scope and unable to correctly find shapes outside of the variation held
within the statistical model [17], [16].

ASM differs from other types of model-based segmentation in a number of ways. A key difference
is the definition of the fit function used to fit the model to the best fit shape within the test
image [16]. Fitting the ASM model to the shape within the test image is based on the minimization
of the cost function. For ASM, the cost function is defined as an error measure, which is the
distance between each landmark and the best fit point along the strongest edge perpendicular
to the landmark [16]. Other model-based methods, such as as Active Appearance Models, use
different fit functions, looking at low level structures in the images instead of edges, or textures
inside and/or outside of the shape [16]. There are some limitations to the use of this fitness function.
Without prior knowledge of the general location of the target shape within the image, the landmarks
identified by the ASM algorithm might be locally optimal landmarks for that area of the image,
but not the globally optimal landmarks (where the shape is actually located in the image). With
only locally optimal landmarks, the ASM would not find the correct location of the shape within
the test image [16]. Local optimization can be used instead. There have also been extensions on

the ASM algorithm to address issues such as warping of the image using thin plate splines [18].
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Active shape modeling and its variations (including smart snakes, active contour modeling, and
active appearance modeling) have been applied to medical image processing [39], [57], [103], [90], [12], [81], [6].
There has even been some research on the use of active shape modeling theory in dental applica-
tions [38], [100], [63], [2], [41], [95], [60]. This research has focused mainly on the development of
dental prostheses [60] and forensic applications [42], but there has been some early research with
x-ray images to segment caries lesions [39]. However, the focus has been on segmenting anatomical
structures in medical images such as CTs, MRIs and x-rays, limiting image processing to gray-scale
images [17], [16], [38], [100], [63], [2], [41], [95], [60], [42], [39]. Little research has been done on the
use of active shape modeling to segment biological structures within color digital images [57].

2.2.5 Measuring Depth in 2D Images

One of the most challenging aspects of image processing is the analysis of three-dimensional as-
pects of a two-dimensional image. Three-dimensional characteristics of a dental preparation, such
as depth and angle, can be estimated only when a two-dimensional image is properly analyzed.
3D modeling research has been done within such diverse fields as computer vision and robotics,
remote sensing, virtual reality development, and archeology [90], [12], [81], [6], [85], [78]. Remote
sensing research has created techniques to determine the angle and slope of digital elevation mod-
els [49], [101], [87]. What is more challenging, however, is the creation of 3D models from 2D images
without any prior knowledge of the 3D geometry. There are two main approaches to 3D modeling
from multiple 2D images. The first uses a series of calibrated images of the object to be modeled.
This means that the location of the camera is known from one image to the next. The second
approach uses uncalibrated images, but again requires multiple images taken from multiple angles
of the object to be rendered [90], [87]. Recent work has been done to determine depth from multiple

images (or video) without prior knowledge of camera location or images from multiple locations,
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but it relies on identifying objects of known height within the images [87]. Another challenge is
3D modeling of rounded surfaces (such as teeth). However, work has been done on 3D modeling
of smoother surfaces, such as skin and faces, with techniques such as non-rigid factorization [12].
Much research has focused on using specialized hardware to capture the 2D images for the extrac-
tion of 3D features; however using specialized equipment such as a plenoptic camera [68] is not
practical for this application.

2.3 Medical and Dental Image Processing

2.3.1 Computer-Aided Caries Detection and Diagnosis

Ninety percent of all adults have carious lesions [105]. Research has shown that the rate of caries
growth has changed due to advances in dentistry. Dentists are now able to diagnose and treat caries
early, allowing the use of preventative, non-invasive measures [105], [44]. Research has also shown
that visual inspection or visual-tactical inspection has very low sensitivity rate; that is, human
inspection alone misses a high percentage of caries [105], [44], [46]. For these reasons a great deal of
research has gone into the development of computer-aided caries detection and diagnosis systems.
Most research has focused on developing systems that use advanced imaging tools, such as laser
or light florescence [5], [4], [79], digital radiography [105], fiber-optics transillumination [105], and
electrical resistance [51] to detect and measure tooth damage due to caries. Although these systems
can visualize demineralization that cannot be seen visually, the low specificity rate (high rate of
false positives) of all of these systems has led experts to agree that these tools cannot replace visual
inspection for caries detection; instead they should be used to augment visual or visual-tactile
inspection done by a dentist [105], [5], [4], [79], [51]. With florescence techniques, it is difficult
to differentiate between natural demineralization and demineralization that is caused by a carious

lesion. While dentists use these systems to augment their diagnosis, they are given the difficult
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task of having to determine for themselves the accuracy of the detection and diagnosis feedback
from these systems [105], [4], [82].

Most of the research done in computer-aided caries detection focuses on the development of
advanced imaging techniques [105], [79]. Many of the systems provide only a different means
of visualization, but some (such as DIAGNODent and DIFOTI) allow for data about the caries
detection and tooth damage to be recorded digitally [79]. One reason DIAGNODent is popular
in clinical settings is the ability of the system to rate the detected caries damage quantitatively.
This allows the comparison of the numerical value of a diseased area on a tooth from one dental
visit to the next. However, a numeric value representing the demineralization of the tooth area the
device is placed on is the only feedback from the DIAGNODent system. Although it is popular,
DIAGNODent’s procedural use is complex and time-consuming [82]. DIFOTI, a system that makes
use of fiber-optic transillumination, allows for the recording of digital images of the teeth being
examined. As in many of the available techniques, DIFOTTI allows for more in-depth visualization
of teeth, but the dentists still have to interpret the images they see [79]. Currently, no computer-
aided systems exist that can provide easily understandable quantified information about tooth
damage due to caries. Existing systems mainly provide imaging information to dentists about
carious lesions and suffer from lack of low specificity, and most have a high learning curve and
complex procedures for their use, which limit their helpfulness [105], [5], [79], [82]. One of the goals
of this research is to provide easily understood quantitative feedback about the presence and extent
of the carious lesion, allowing dental professionals to be able to interpret and integrate data from

the system in a quick and reliable manner.
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2.3.2 General Image Processing in Dentistry

Image p